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Resumen

Este proyecto de investigacion analiza la percepcion de los estudiantes de la
Universidad de Cadiz (UCA) y la Universidad de Salamanca (USAL) respecto a los dilemas
éticos y la falta de transparencia de la Inteligencia Artificial Generativa (IAGen) en los
procesos de evaluacion formativa. Bajo el marco del Modelo Interactivo de Disefo de
Investigaciéon de Maxwell (2019), se propone un disefio de métodos mixtos secuencial
explicativo (CUAN -> cual). El estudio examina variables criticas como la trazabilidad, la
alfabetizacion en privacidad bajo el Reglamento General de Protecciéon de Datos (RGPD) y
la Ley Organica 3/2018 (LOPDGDD), ademas de la percepcién de autoria y propiedad
intelectual. La muestra comprende 150 estudiantes de 4° curso de Grado seleccionados
mediante muestreo intencional. Los resultados se materializaron en un decalogo de buenas
practicas con impacto institucional y docente que incluya estrategias para garantizar la
supervision humana y la transparencia algoritmica

Palabras clave: Inteligencia Artificial, Evaluacion Formativa, Etica, Derechos
Digitales, Métodos Mixtos.



Introduccion

La evaluacion formativa se define esencialmente como un proceso continuo y
transparente cuyo obijetivo principal es ofrecer retroalimentacion constructiva para mejorar el
aprendizaje del estudiante. Sin embargo, la irrupcion masiva de la IAGen ha introducido un
elemento de opacidad, creando un fendmeno de "caja negra" donde la logica algoritmica
resulta inescrutable tanto para docentes como para discentes. Este proyecto investiga la
tension entre la necesidad académica de transparencia y el uso de herramientas
tecnoldgicas que plantean desafios éticos, de seguridad de datos y de trazabilidad en el
contexto universitario de la UCA y la USAL. El estudio se justifica por la necesidad de
establecer marcos de confianza en los que la innovacion tecnolégica no comprometa la
integridad de la evaluacion ni la soberania del dato del alumnado.

Fundamentaciéon y marco conceptual

El disefio de esta investigacion se sustenta en el Modelo Interactivo de Disefio de
Investigacion de Maxwell (2019). Este marco asegura una coherencia sistémica entre cinco
componentes fundamentales: objetivos, marco conceptual, cuestiones de investigacion,
métodos y validez. A diferencia de los modelos lineales, este enfoque interactivo permite
ajustar el disefio a medida que emergen nuevos hallazgos sobre la opacidad de la IA
durante el proceso investigador.
Figura 1

Componentes del Modelo Interactivo de Maxwell.
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Nota. Elaboracion propia adaptada al Disefio de investigacion cualitativa, por J. A. Maxwell,
2019, Gedisa.



Transparencia algoritmica y ética de la Inteligencia Artificial

La transparencia es un requisito fundamental para la justicia evaluativa. Se analiza
bajo el prisma de la Ley de IA de la Unién Europea (Parlamento Europeo y Consejo de la
UE, 2024), que clasifica el uso de la IA en educacién como un sistema de "alto riesgo". Esto
implica que cualquier herramienta de IAGen utilizada para evaluar debe garantizar la
trazabilidad de sus resultados y la posibilidad de supervisién humana constante para evitar
sesgos automatizados.

Marco legal de proteccion de datos y garantia de derechos digitales

La investigacion se fundamenta en el RGPD y, de manera especifica, en la
LOPDGDD (Ley Organica 3/2018). El Titulo X de esta ley es clave, ya que garantiza la
garantia de los derechos digitales en el entorno universitario, asegurando que la informacién
personal de los estudiantes no sea utilizada para el entrenamiento de modelos comerciales
sin un consentimiento informado y explicito.

Revision de la literatura

La literatura cientifica destaca que la integracion de la IA en la educacion superior es
un fendmeno emergente que desborda los marcos de analisis tradicionales. En este
escenario de incertidumbre, Rodriguez-Gémez et al. (2019) enfatizan que la calidad de la
investigacion depende de una precision terminoldgica que permita definir claramente qué
entendemos por "opacidad" o "transparencia algoritmica", asegurando asi la coherencia
metodoldégica al evaluar estas innovaciones. Para capturar la complejidad de las
percepciones del alumnado ante estos dilemas, Creswell (2014) sostiene que los métodos
mixtos son idoneos, ya que ofrecen una comprensién mas profunda que el uso de enfoques
aislados. Esta necesidad de profundizar en los significados subjetivos es respaldada por
Rodriguez-Gémez et al. (1999), quienes subrayan el valor de la profundidad cualitativa para
entender la experiencia del estudiante.

Asimismo, para que los resultados sean verdaderamente utiles, Lukas-Mujika et al.
(2019) recalcan que los instrumentos deben ser sensibles a los contextos especificos de la
UCA y la USAL, garantizando asi la fiabilidad de las evaluaciones. Finalmente, el disefio
debe cumplir con los estandares de validez de Yin (2018), conectando de forma rigurosa la
evidencia recogida sobre el efecto "caja negra" con las proposiciones tedricas iniciales del
estudio.

Esta fundamentacion tedrica justifica el uso del disefio secuencial explicativo que se
detalla en el apartado de metodologia.

Importancia y relevancia del problema planteado

La relevancia radica en que, al ser la educacion un sector de 'alto riesgo' segun la
UE, la actual opacidad o caja negra de las herramientas de IAGen no es solo un problema
pedagdgico, sino un posible incumplimiento legal que este estudio busca mitigar mediante
propuestas de transparencia El proyecto es altamente viable dado que el equipo
investigador tiene acceso directo a la muestra en las facultades de educaciéon de la UCA y la
USAL. Los resultados seran de utilidad inmediata para que las instituciones disefien planes
de evaluacién coherentes con la realidad tecnolégica actual. Ademas, el problema desarrolla
de forma directa las competencias CG5 y CE5 del master, vinculando la teoria con un
desafio técnico real y urgente.



Objetivos
Objetivo general

Analizar la percepcién y los dilemas éticos de los estudiantes de la UCA y la USAL
ante la falta de transparencia de la IAGen en los procesos de evaluacion formativa.

Objetivos especificos

1. Identificar los patrones de uso y finalidades académicas de la IAGen en tareas de
evaluacion formativa.

2. Explorar los conflictos éticos percibidos derivados de la opacidad algoritmica ("caja
negra").

3. Determinar el impacto del conocimiento de la LOPDGDD y el RGPD en el uso ético
de la IA.

4. Evaluar la percepcion sobre la propiedad intelectual en contenidos generados por IA.

5. Proponer un decélogo de recomendaciones que aborde la doble vertiente de la
transparencia: pautas para la citacion y declaracién de autoria por parte del
alumnado, y protocolos de trazabilidad y supervisibn humana para el feedback
generado por algoritmos.

Cuestiones de investigacion

e ,;Como influye la opacidad de la IA en la confianza del estudiante hacia la
retroalimentacién recibida?

e ;De qué manera el conocimiento de la LOPDGDD condiciona la honestidad
académica percibida por el alumnado de la UCA y USAL?

Metodologia

La investigacion se desarrolla a través de un enfoque de métodos mixtos, con un
disefio secuencial explicativo (CUAN — cual), alineado con el Modelo Interactivo de Maxwell
(2019). En una primera fase cuantitativa se lleva a cabo un cuestionario tipo Likert con el fin
de detectar patrones de uso de la IAGen, percepcién de transparencia algoritmica y
conocimiento de los derechos digitales. Por otro lado, en una segunda fase cualitativa se
efectian entrevistas semiestructuradas a una submuestra escogida, para asi indagar en los
dilemas éticos, la confianza en el feedback y la percepciéon de autoria. La combinacion de
ambos enfoques se realiza mediante triangulacién de resultados, lo que permite una
comprension integral del fendmeno estudiado y fundamentando la redaccion de un decalogo
de buenas practicas.

Disefo de la investigacion

Se aplica un método mixto con un disefio secuencial explicativo (CUAN -> cual).
Segun Creswell (2014), esta modalidad permite primero identificar tendencias generales vy,
posteriormente, profundizar en los discursos éticos de los participantes para explicar los
hallazgos cuantitativos (véase Figura 2).
Figura 2

Diagrama de flujo del disefio mixto secuencial explicativo (CUAN -> cual).
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Nota. Elaboracién propia a partir de los principios de Creswell (2014) sobre la integracién de
métodos cualitativos y cuantitativos.

Participantes y muestreo

La muestra comprende 150 estudiantes de 4° curso de Grado en Educacién Primaria
(UCA y USAL). El muestreo es no probabilistico intencional y por conveniencia, basado en la
accesibilidad del equipo investigador a estos grupos.

Variables objeto de estudio

En coherencia con el disefio mixto secuencial explicativo, se definen variables para la
fase cuantitativa y categorias para la fase cualitativa.

e Variables cuantitativas: Se centran en la frecuencia de uso de la IAGen, el nivel de
percepcién de transparencia algoritmica y el grado de conocimiento de los derechos
digitales (LOPDGDD).

e Categorias cualitativas: Emergen de los discursos del alumnado sobre la "caja
negra", los dilemas éticos de la autoria y la justicia evaluativa percibida. Esta
definicion operativa se sintetiza en la Matriz de Coherencia Metodoldgica (Tabla 3), lo
que garantiza la coherencia estructural del proyecto al vincular cada variable
directamente con un objetivo y una técnica de recogida de datos.

Instrumentacién y analisis de datos

Se utilizara un cuestionario tipo Likert validado por juicio de expertos y entrevistas
semiestructuradas. El andlisis cuantitativo se realizara con SPSS para estadisticos
descriptivos. El analisis cualitativo se llevara a cabo mediante un analisis tematico categorial,
aplicando los criterios de calidad de Lukas-Mujika et al. (2019).

La recogida de datos se realizara de forma virtual para el cuestionario y
presencial/online para las entrevistas, garantizando siempre el anonimato y el
consentimiento informado del alumnado.



Tabla 1

Matriz de Coherencia: Relacion entre objetivos, variables y técnicas de recogida de datos.

Objetivo Especifico

Variable / Categoria de
Analisis

Técnica / Instrumento

1. Caracterizar usos y
finalidades: Identificar
herramientas de IAGen y
frecuencia de uso en tareas
evaluativas.

Patrones de uso
académico, herramientas
mas utilizadas y
finalidades de la
consulta.

CUAN: Cuestionario de
escala Likert (Bloque I:
Usos y Frecuencia).

2. Explorar la opacidad
algoritmica: Indagar en el
conocimiento sobre la "caja
negra" y la confianza en el
feedback.

Percepcion de
transparencia, confianza
en la veracidad del
feedback y sesgo de
automatizacion.

cual: Entrevista
semiestructurada
(Dimensién 1: Percepcion
de la Transparencia).

3. Analizar alfabetizacion
legal: Evaluar el grado de
conocimiento sobre la
LOPDGDD y el RGPD.

Conocimiento de
derechos digitales,
soberania del dato y
alfabetizacion en
privacidad.

CUAN: Cuestionario
Likert (Bloque II:
Seguridad y LOPDGDD).
cual: Entrevista
(Dimensién 3).

4. Valorar honestidad y
autoria: Determinar dilemas

sobre propiedad intelectual y

originalidad.

Percepcion de autoria,
dilemas de honestidad
académica y propiedad
intelectual.

cual: Entrevista
semiestructurada
(Dimensién 2: Etica y
Honestidad Académica).

5. Fundamentar pautas:
Disenar un decalogo de
recomendaciones éticas y
transparentes.

Propuestas de mejora
institucional y
pedagdgica.

Integracion:
Triangulacion de
resultados CUAN + cual.

Nota. Elaboracion propia basada en los principios de coherencia de Maxwell (2019) y los
criterios de calidad de Lukas-Mujika et al. (2019).

Fases, cronograma y presupuesto

El proyecto se articula en cinco fases diferenciadas que garantizan la viabilidad de la
propuesta en un periodo de cinco meses:

e Fase 1. Conceptualizacion y disefio: Revision exhaustiva de la literatura sobre
IAGen y validacion de los instrumentos (cuestionario y guion de entrevista) mediante
juicio de expertos para asegurar su fiabilidad técnica.

e Fase 2. Recogida de datos cuantitativos (CUAN): Aplicacion del cuestionario a la
muestra de 150 estudiantes de la UCA y la USAL para identificar tendencias

generales.

e Fase 3. Recogida de datos cualitativos (cual): Realizacion de entrevistas

semiestructuradas a

profundizando en los dilemas de transparencia.

informantes clave seleccionados tras el analisis inicial,
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e Fase 4. Anadlisis e integracion: Triangulacion de los resultados numéricos y los
discursos cualitativos para explicar el fendmeno de la opacidad algoritmica.
e Fase 5. Transferencia y difusiéon: Redaccion de la memoria final y elaboracion del
decalogo de recomendaciones éticas para su presentacion institucional.

La investigacion se ha disefiado para ejecutarse en un periodo total de cinco meses,
con una fecha de inicio prevista para febrero de 2026, tras la entrega final del disefio y la
obtencién de los permisos institucionales necesarios en la UCA y la USAL. La planificacion
temporal de estas etapas se detalla a continuacion en la Tabla 2, permitiendo una vision
global de la carga de trabajo y el cumplimiento de los hitos de investigacion previstos en el

disefio secuencial.

Figura 3

Diagrama de Gantt: Cronograma de Ejecucion

FASE

FASE1 Disefioy

ACTIVIDAD MES 1 MES 2 MES 3 MES 4

e S

de instr

FASEZ Recogida de datos cuantitativos (CUAN)

FASE 3 Recogida de datos cualitativos (cual)

FASE 4 Anilisis de datos e integracion

FasE5  Redaccion de informe final y decdlogo

MES 5

Nota. Elaboracién propia basada en la planificacion temporal de las fases a llevar a cabo.

El coste total de la investigacion se estima en 2.000 €. Este presupuesto es coherente con
las necesidades técnicas y de personal para el desarrollo riguroso de un disefio mixto.

Tabla 2

Desglose del Presupuesto de Investigacion.

Concepto Descripcion Importe
Gastos derivados del apoyo técnico para la

Personal transcripcion de entrevistas cualitativas e 1.200 €
incentivos para la muestra.

Software Adquisicion de licencias temporales para software

Li ey de analisis estadistico (SPSS) y cualitativo 400 €

icencias (Atlas. i)

Difusic Gastos de edicion del decalogo de buenas

ifusién y o . o
practicas e inscripcion en congresos de 400 €

Transferencia

investigacion educativa.
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Total 2.000 €

Nota. Elaboracion propia justificando el presupuesto estimado utilizado para la investigacion.

Resultados Esperados, Validez e Impacto

Se prevé el desarrollo de un decalogo que impacte en la mejora del disefio de
rubricas y en la actualizacion de normativas sobre seguridad de datos institucionales. La
validez se garantiza mediante la triangulacién metodolégica y el cumplimiento de los criterios
de credibilidad y transferencia de Lukas-Mujika et al. (2019). El decalogo resultante
propondra estrategias concretas para que los docentes “abran” la caja negra, explicando al
alumnado los criterios algoritmicos utilizados y garantizando asi la trazabilidad exigida por la
normativa europea. Finalmente, como linea futura de investigacién, se contempla la
posibilidad de triangular estos hallazgos con la perspectiva del profesorado, permitiendo un
analisis comparativo que enriquezca el decalogo desde la vertiente de la gestion docente y
la calificacion.

Decalogo de Buenas Practicas

1. Uso pedagdgico: IA como apoyo, no sustituto del trabajo del estudiante.
2. Declaracion de uso: Transparencia en el uso de IA en tareas.

3. Autoria: Citar adecuadamente la IA en trabajos.

4. Proteccion de datos: Evitar datos personales en IA no seguras.

5. Conciencia de limites: Criticar errores y sesgos de la IA.

6. Disefio ético: Integrar IA en evaluacion de forma coherente.

7. Feedback explicable: Supervisar retroalimentacion de IA.

8. Supervision humana: Evaluacion con IA siempre supervisada.

9. Formacion en ética: Promover alfabetizacion digital y ética.

10. Normativas claras: Politicas institucionales sobre IA en evaluacion.
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Anexo A

Bloque de Seguridad y Derechos Digitales (LOPDGDD)

Este instrumento, integrado en el cuestionario de la fase cuantitativa (CUAN), mide

la alfabetizacion y confianza del alumnado bajo la Ley Organica 3/2018 (LOPDGDD) vy el
RGPD. Por favor, responda de 1 (Nada) a 5 (Totalmente) segun su grado de acuerdo:

1.

¢ Conoce sus derechos digitales (especificamente el derecho a la educacién digital)
segun el Titulo X de la LOPDGDD?

2. ¢Confia en que el tratamiento de sus datos personales por parte de las herramientas
de IAGen cumple con la normativa espanola?

3. ¢Cree que la universidad garantiza la transparencia necesaria sobre como se
procesa su informacién personal al usar I1A?

4. ¢Considera que tiene un control efectivo sobre la privacidad de sus trabajos frente al
entrenamiento de modelos comerciales?

5. ¢Le preocupa que el uso de IA sin "garantia de derechos digitales" vulnere su
autoria y propiedad intelectual?

6. ¢Ha recibido formacion especifica de la UCA/USAL sobre proteccion de privacidad
al interactuar con algoritmos de IA?

7. ¢Estaria dispuesto a dejar de usar una herramienta de IAGen si supiera que esta no
cumple estrictamente con el RGPD?

8. ¢Considera que los algoritmos de evaluacién funcionan como una "caja negra"
cuya légica interna es imposible de comprender?

9. ;Siente que la falta de transparencia en el feedback disminuye su confianza en la
justicia de la evaluacién recibida?

Anexo B

Guidn de Entrevista Semiestructurada para la Fase Cualitativa

Este guién se emplea con 12 informantes clave para profundizar en los dilemas

detectados en la fase previa, siguiendo los criterios de calidad de Lukas-Mujika et al. (2019):

Dimensiéon 1: Percepcion de la Transparencia (Efecto Caja Negra). ;Podrias
describir qué sientes al recibir una correccion por IA? ;Entiendes la légica detras de
esa nota? Si no puedes ver la trazabilidad (el paso a paso) del feedback,
;consideras que se cumple con la justicia evaluativa?

Dimensién 2: Etica y Honestidad Académica. ;En qué situaciones ves el uso de
la IA como "hacer trampas" o como una ayuda legitima? Si presentas contenido
generado por |A como propio, ¢como gestionas el sentimiento de autoria o
propiedad intelectual?

Dimensiéon 3: Privacidad y Derechos Digitales (LOPDGDD). Al introducir datos en
una IA, ¢te detienes a pensar en quién sera el duefio de esa informacion? Dado que
la UE clasifica la educacion como un sector de "alto riesgo"”, ;sientes que este
riesgo se respeta en tus tareas de grado?

Dimensioén 4: Confianza Institucional. ;Qué papel deberian tener la UCA y la
USAL en la regulacion de estas herramientas? ; Confias mas en la evaluacion de un
docente humano o en una asistida por IA que promete ser "objetiva"?
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